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Abstract — In the context of modern communication
engineering, an important direction of circuit design is the
development of electrically controllable attenuators and
adjustable amplifiers capable of varying the signal amplitude
in systems with different steady states. To ensure the quality of
signal transmission in communication systems, it is critical to
minimize the effect of parasitic reactive elements on the phase
shift in the gain control. It is evident that the optimization
methods that have been developed for such devices frequently
result in physically unfeasible solutions. This phenomenon can
be attributed to the multi-extremality of the target function. In
this study, a multi-criteria optimization of phase-invariant
devices is carried out using a bioinspired Grey Wolf
Optimization (GWO) method, which demonstrates high
efficiency in finding optimal solutions.
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I. INTRODUCTION

Contemporary electronic  systems, including fifth
generation communication (5G), satellite navigation, and
radar systems, necessitate greater flexibility and precision in

signal processing [1-2]. This requirement presents
complicated obstacles for developers focused on optimizing
signal performance through amplitude and phase

manipulation, as well as switching mechanisms [3-5]. Key
elements in addressing these challenges include voltage-
controlled attenuators (VCA), phase shifters, modulators,
adjustable amplifiers, and controlled filters. These devices
are characterized by both fixed and variable parameters,
with the variable parameters influencing the system's state
while remaining constant during intended signal processing
[6-7].

Optimizing these parameters represents a complex
multicriteria problem [8]. Existing methods, including the
method of fastest descent, Newton's method and simulated
annealing, apply to specific system classes but do not
universally ensure a global optimum. Additionally, their
effectiveness heavily depends on the initial parameters and
may require significant computational resources. Therefore,
developing a new, more efficient optimization method that
can identify optimal solutions among various parameters in
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domain both static and dynamic characteristics of control
devices remains a critical challenge [9].

This work focuses on the parametric optimization
method applying for phase-invariant control devices (VCA,
amplifiers, etc.). Currently, the choice of parameters for
such devices depends seriously on the intuitive approach of
designers, leading to results that differ significantly from
those potentially achievable [10].

A new parametric optimization approach based on the
Grey Wolf Optimization (GWO) method is investigated
[11]. This bioinspired algorithm, which mimics the hunting
process of a pack of wolves, demonstrates high extremum
detection accuracy and efficient convergence rate, making it
a promising tool in the research field.

The rest of this paper is organized as follows. Section II
presents the literature review. Section III is devoted to the
description of the concept of the optimization method used
and its application to the specific problem of the paper.
Section IV discusses the achieved and expected results, and
Section V concludes the study.

II. STATE OF THE ART

Phase invariant devices are systems designed to maintain
independence of phase-frequency response variations during
attenuation control. The necessity of achieving phase
invariance during gain control to minimize phase variations
resulting from gain changes remains critical, as highlighted
in [12]. This concept was introduced to ensure the stability
and predictability of technical systems in the conditions of
variable input data. However, maintaining phase invariance
in practice is challenging. It requires optimal synthesis of
devices with adjustable gain and phase shift that depend on
each other [13]. Specifically, delay control should not
significantly alter the shape of the amplitude-frequency
response (AFR) within the frequency band, and AFR control
should not impact the phase-frequency response (PFR).

The phase-invariance problem is given considerable
attention in the monograph [14]. Within this context, the
paper examines a simple structure of VCA. This device is
used to adjust the gain in receivers to prevent sensitivity
degradation and distortion caused by saturation. In
transmitters, VCAs are used in vector modulators and to
control the output power level. There are no reactive
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elements such as coil and capacitor in an ideal VCA. As a
result, in such system the phase is zero and the device
operates over an infinite frequency band. In this case,
parametric optimization is reduced only to the problem of
finding the optimal values of control elements under the
criterion of maximizing attenuation, such as identifying the
minimum value of the modulus of the transfer function. In
reality, the device contains reactive elements, resulting in a
phase shift that differs from zero. In this sense, a multi-
criteria optimization is necessary. It is not only important to
maximize the attenuation, but also to minimize the phase
difference in order to preserve the phase invariance of the
device.

As discussed in [15], classical algorithms for solving
optimization problems of devices with variable states are not
universally applicable. The complexity of these problems is
attributable to their multicriterial nature and the numerous
parameters involved. Consequently, it is necessary to
explore more contemporary approaches.

In recent decades, metaheuristic optimization methods
have garnered significant attention, with prominent
examples including genetic algorithms [16], ant colony
optimization [17], and particle swarm optimization [18].
These algorithms draw inspiration from physical
phenomena, animal behavior, and evolutionary concepts.
Their simplicity enables the integration of multiple
metaheuristics and their application to a wide range of
problems. In contrast to gradient-based optimization
approaches [11], metaheuristics optimize problems in a
stochastic manner, beginning with a random solution and
circumventing the need to compute derivatives of the search
space. Furthermore, they exhibit a superior capacity to
circumvent local optima compared to traditional
optimization methods. The extensive range of metaheuristic
algorithms, in conjunction with their hybridization and
ongoing research, is substantiated by the No Free Lunch
(NFL) theorem [19], which posits that no single
metaheuristic is universally optimal for all optimization
problems. A specific metaheuristic may demonstrate robust
performance on one problem set while yielding suboptimal
results on another.

The Dbioinspired optimization algorithm GWO,
introduced and analyzed in [20], was developed in 2014.
This method simulates the enclosure hunting of a pack of
grey wolves. According to the findings reported in [21], the
algorithm has demonstrated consistent performance in terms
of accuracy in finding the extremum and convergence rate
across various functions. Notably, the GWO algorithm
exhibits superior convergence speed, attaining an acceptable
solution in all test functions after just 100 iterations,
irrespective of problem dimensionality. A comparative
analysis reveals that the GWO algorithm surpasses the
performance metrics of the classical bioinspired particle
swarm optimization algorithm.

Many studies have been devoted to the use and
modifications of the GWO method [22-25], where strategies
to improve the population, parameters, and search
mechanism are proposed. It was decided to investigate its
concept in the implementation of parametric optimization of
phase-invariant control devices because of popularity and
high performance of this algorithm.
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III. METHODS

In this study, the GWO algorithm is the primary method
employed. This metaheuristic stochastic algorithm has
demonstrated strong performance on the test functions, both
in terms of convergence rate and accuracy in finding
extremum. The algorithm is based on the hunting model of a
pack of grey wolves, consisting of three leading individuals:
the alpha, beta, and delta wolves, representing the top three
solutions. All other solutions are classified as omega
wolves, the weakest and lowest ranking wolves in the pack.
The leading wolves guide the movement of the omega
wolves to finally find the globally optimal solution. Every
iteration of the algorithm is represented by three stages: the
encircling, chase and attack phases.

1. The Encircling Phase

Grey wolves use the following formula for updating
positions to surround their prey while hunting (1):

t+l _ oyt
X, ;= X i AD,
where X ;jl represents the j-th coordinate of the i-th wolf at

time ++1, X ;_]. constitutes the j-th coordinate of the prey at

time ¢, p indicates the prey, and D denotes the distance
between the grey wolf and the prey
_ t oyt

D=|cX;, - X},
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where X fj is the j-th coordinate of the i-th wolf at time ¢,
and 4 and C are coefficients:
A=2na-a,
C=2r,,
where 7 and r, are random numbers uniformly distributed
within the range (0,1), and the coefficient a decreases
linearly from 2 to 0 and can be articulated as follows:

(M

a=2———
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where Inax represents the upper limit of iterations.
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2. The Chase Phase

When a pack of wolves is hunting, it is generally
considered that the alpha, beta and gamma wolves have the
best understanding of the prey location. In this context, the
leading wolves positions are considered as the approximate
prey location, and these three coordinates are used to
estimate the actual prey location.

Simultaneously, other wolves in the pack update their
positions based on the coordinates of the leading wolves,
gradually approaching the prey. The final position of any
wolf under consideration is defined as:

ot - Xey=AD, + X}, — 4Dy + X, — AD;
1] >

3
where X X tﬁ_j , X :ij stand for the j-th coordinates of

alpha, beta and delta wolves, which are the three best
solutions at time ¢. 41, A>, A3 represent coefficients, and
they can be calculated according to the formula (1). Da, Dg,
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Ds are the distances between the grey wolf and alpha, beta,
and delta wolves, respectively (Fig. 1).
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Fig. 1. Position update mechanism of GWO

3. The Attack Phase

The predatory behavior of grey wolves is initiated upon
the cessation of movement by the prey, a phenomenon
governed by the parameter 4. The range of values for 4, as
delineated in equation (1), is constrained within the interval
[—a, a], thereby signifying the values from -2 to 2.

When |4| > 1, a pack of wolves is relatively dispersed
and actively engaged in global exploration to identify
general areas where prey may be located. This exploration
enables wolves to cover a wider area and gather new
information about prey locations.

As the value of a decreases, so does |4|. When |4| < 1,
grey wolves transition to a local search phase, focusing on
exploiting available resources and information about the
prey location, which signals the initiation of an attack.

Therefore, parameter A4 is a crucial indicator of whether
wolves are in the exploration phase (global search) or the
exploitation phase (local search and attack). This
adaptability allows grey wolves to optimize their actions
according to changing hunting conditions and the location of
prey.

This method is used in the present study to identify the
optimal parameters of phase-invariant systems. Each wolf
symbolizes a set of device parameters that are entered into a
target function. In this function, the optimization criteria
values are calculated, which are subsequently transmitted to
the GWO algorithm.

IV. RESULTS

1. During the analysis of various random parameters of
the unoptimized classical attenuator circuit, it was found
that the maximum phase difference is observed at the
boundary operating frequency. Consequently, the following
optimization criteria were formulated for the algorithm to be
implemented:

Ap(K,0,) =p(K,0,) - (K, ®,) — min,
K(w)-K,,, (v,) = max,

where Kmnin is the minimum (initial) gain or attenuation value
of the device; o, is boundary angular frequency; Ap(K,®s)
is phase shift, defined as the phase difference between the
initial and the desired value of the transmission coefficient.

2. Determined optimization parameters — correction
circuits and elements with controlled resistance of
regulating devices.

3. Implemented an algorithm for parametric
optimization of the simplest attenuator circuit using the
GWO method.

4. Tterative plots of AFR (Fig. 2) and PFR (Fig. 3) are
constructed to observe the performance during the process
of improving the selection of system parameter sets [26].
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Fig. 2. An example of iterative changes of AFR for a simple attenuator
circuit in the process of optimization of parameters
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Fig. 3. An example of iterative changes of PFR for the simplest attenuator
circuit in the process of optimization of parameters

Presently, the development of the algorithm is still
underway, with the objective of achieving universal
applicability across diverse device structural configurations.
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V. CONCLUSION

This study carried out the multi-criteria optimization of
phase-invariant devices using the bioinspired GWO method
to identify optimal system parameters crucial for ensuring
signal quality in modern electronic systems.

The results demonstrate the effectiveness of the GWO
approach, significantly enhancing the parameters of the
attenuator by minimizing phase shift. These findings have
direct implications for developing novel, efficient devices
that meet contemporary requirements for communication
systems in electronics.

Future research avenues involve a comprehensive
investigation of metaheuristic methods in various fields of
electronics and the development of algorithms capable of
addressing more complex multi-objective optimization
challenges. This work could pave the way for innovative
design and optimization strategies for highly sensitive
devices, thus facilitating advancements in 5G, satellite
navigation, and radar technologies.
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Ontumusanys ¢pa3onHBAPUAHTHBIX YCTPOHCTB C
MIEPEMEHHBIMH COCTOSTHUSIMA METOJIOM ONTHMHU3aLUU
CTau CEepbIX BOJIKOB

M.B. HoBocenoBa

Hayuonanvhwiil ucciedosamensckuil ynusepcumem
«Boicuas wkona sxkonomuxuy, 2. Mockea, Poccus

Aunomayua — JIi1 cOBpeMEHHOI TEXHHUKH CBSI3H Ba)KHbIM
CXeMOTEXHHYECKHM HANpaBJleHHeM sIBJIsieTcsl  pa3padoTka
3JIEKTPHYECKH YNPABJSEMbIX ATTEHIOATOPOB U PeryJupyeMbIx
ycwiaHTesed, CIocOOHBIX HM3MEHATh AMIUIMTYIY CHTHAJa B
CHCTeMaxX ¢ pPa3IMYHBIMM YCTAHOBHUBLUMMHCH COCTOSTHHSIMH.
Jnsi oGecneyeHMsi KadyecTBa MNepefaydl CHTHAJAa B CHCTeMaXx
CBSI3M KpaiiHe Ba)XXHO CBeCTH K MHHHMYMY BJIMsSIHHE
Napa3sUTHBIX PEAKTHBHBIX J1EMEHTOB Ha (a30Bblil CABUI NpH
peryjiupoBanun  ycuieHusi.  OYeBHIHO, YTO  MeETOMAbI
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ONTHMH3AIUH, Pa3padoTaHHble ISl TAKHX YCTPOWCTB, 4acTo
NPUBOIAT K (U3MYECKH HeOoCyIeCTBUMBIM pelIeHusiM. JTo
sIBJICHHE MOKHO 00BSICHHTH MHOT03KCTPEMAJIbLHOCTHIO IeJIeBOii
GyHKkuum. B JAHHOM HCCJIeI0BAHMHT NPOBOAUTCS
MHOTOKPUTEPUAJILHASL  ONTHUMHU3aLMA  (pa3oMHBApHMAHTHBIX
YCTPOMCTB ¢ MCHOJIb30BAHHEM MeToJa OHOMHCIIMPHPOBAHHOM
ONTUMM3ALNMHU «CTaM cepbIx BOJKOB» (Grey Wolf Optimization,
GWO), koTopblii Noka3bIBaeT BBICOKYI0 3()(eKTHBHOCTL B
MO CKe ONTHMAJIbHBIX PellleHHid.

Knrouesvle cnosa - ¢azoBas CTA0MJIBHOCTD,
MHOTOKPUTEPHAILHAS onTUMM3ANHUS, IIEKTPUIECKH
YHpaBjsieMblii aTTEHWATOP, ONTHMU3AIMS CTaeldl CephIxX

BOJIKOB, I'PYIINIOBO€ BpeM4 3ama3/IbiIBaHus, q)a30m,1i71 CABHUT
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